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The figures in the margin indicate full marks
for the questions

Answer either in English or in Assamese

( APPLIED STATISTICS )

1. Answer the following as directed : 1x7=7

oS framearRs et Sed i
(a) What is price relative?
79 e 2

(b) GRR = Total birth x Total fertility rate

( Fill in the blank )

@Wﬂq=m X?{b‘@ﬁwm
(=M 3 o) )
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(2) (t &)

(c) What is time series? {c) What is crude death rate?
e R 2 SNfaS (crude) I9R =M 2

(d) “Index numbers are economic

(@ ?tan(:.lrd :;ro;‘ pi;ys Bl i andasee barometers.” Explain briefly.
small sample theory. ¢ 3 ) ”
MF WA 2 e HoEw I3 Eijtqi
( Choose the correct answer ) 231201 390 |
A T AR IR/ FE afor( sge 3. Answer any three from the following
@W"l‘f?ﬁﬂ et <$C9 | questions : o9x3=15
(% Teah! AR Tferen ) were fa epeaea R @ien foftm e fir
(e) How is quantity indices obtained? (a) Define the following :
AR oIE FCTC T 31 202 weTe frpiges vike i -
() What is meant by sample? (i) Stratified sampling
sifer Jfereat & q@m 2 3 ol .
() What will be the form of trend equation (®) jy”%temi atfg: Samiplias
when trend s fineasd (b) Discuss the various components of time
oS AR 2@ Sfe SRIGER el e i
e 2’37 e f[few %’)ﬂﬁﬁﬁ'{q q ‘i;on-;ﬂppR
) HICEADAT 4T |
2. Answer the following questions briefly s egdns (c) Find Laspeyre’s quantity index number
(CE IO o e b (SR M2 RO - from the data given below :
(a) What is wholesale price index number? weTe Wl SRR *[1 FABCRRT 2R SR
fAefy <1
S[ZIA) 79 P 2
2014 2018
: d ;
(b) What are the four important JEvods Of Commodity Price (¥) | Total value | Price (¥) | Total value
measuring trend? ST " (& 7 (@
E 5 iy () P 37 () P I
ohe (&Y CGTEHE 510! e Tl A 5 50 4 48
B 8 48 7 49
C 6 18 S 20
AQ/785 ( Continued ) A9/785 ( Turn Over )



(d)

(e)

4. Answer the following questions :

He)

What is life table? Mention the
assumptions for construction of a life
table. Write two uses of life table. 1+2+2=5
R e & 2 S e aigm SRR @R
FeREER f$0 WPt ofer W IEER
TEq F90

Prove that Fisher’s ideal index number

lies between Laspeyre’s and Paasche’s
index number. 5

o9 T @ fFREd S SR w6 e
MR ETS AT |

10x3=30

wore fral HEER Ted fr

(a) Define Fisher’s index number. Why is
Fisher’s index number known as an
ideal index number? Calculate Fisher’s
index number from the following data :

2+2+6=10
frea Peie ferca ¢ qan 2 e P
fFm sl SpRsE e T AW 2 oo ORI
o1 feRiea e Ay o
Base Year Current Year
Commodity fofe 5fere
g Price (?) Quantity | Price (?) Quantity
7 (%) A1 74 (%) “ffF19
A 6 50 10 56
B R 100 3 125
(& 4 60 6 64
D 10 30 13 25
A9/785 ( Continued )

(S)

Or/ 941

What is cost of living index number?

Discuss

the steps

involved

in the

construction of cost of living index
number. From the data given below,

find out

number :
& iz aw e [0 @i iz 3w
FRT TR P griEan R
A T4 | Oo] SRR [ G iz 9

the cost of living

index
2+3+5=10

SIS AefT 41
Base Year Current Year
Group fofe & bfaT® 9§
3o Price (¥) | Quantity | Price (¥} | Quantity
79 (?) “Afq5r9 79 (T) “ff3re

Wheat 10 50 6 30
110
Rice 5 25 4 20
Bi%e
Fuel and Lighting 8 10 3 8
BRER IS
Clothing 7 20 8 17
Ric
House Rent 9 30 10 45
BRSO :
Miscellaneous 6 40 12 72
ST
A9 /785 ( Turn Over )



(6)

(b) Discuss the moving average method.
Calculate five-yearly moving average

from the data given below : 4+6=10
@ MG mfed [REE WCEmal 411 weR
SRR 41 “6I=AA 518 1% fiefy
Year . 2010 2011 2012 2013 2014
=9
Sales (¥ in ’000) : 64 43 43 34 4.4
7 (000 5T®)
Year 2015 2016 2017 2018
=3
Sales (¥ in’000) : 54 34 24 1-4
&1 (000 53re)
Or/ Tl

Fit a trend line to the following data by
the method of least square :

weTe frg URIPA 41 TJAed 39 &ferm cafie
ToEfe f=e 341 :
Year . 2000 2001 2002 2003
CET
Profit (¥ in lakh) : 60 72 75 65
&S (=114 5T

A9/785 ( Continued )

(7))
Year : 2004 2005 2006
‘Y
Profit (¥ in lakh)
TS (1% !3751?5) ? 80 85 a5

(i) Calculate the estimated trend

values.

e Semfosyzs 7= fAdfy 1 |

(i) Also estimate the likely profit for

2008.
T5ge 2008 be TIENE BRI @S
g %41 | 6+2+2=10

(c) What is fertility? Discuss the various
fertility rates commonly used for
measurement of fertility. Explain the
fertility rate which is wused for
comparison of fertility situations for two
different regions. 2+6+2=10

T & 7 SUREICS IRTR 91 TIOR TR
SCeAl 41 | {fen Sesere Tl geae (Rao
S (A T TR IR 9 |

A9 /785 { Turn Over )




A9/785

(8)

Or / 9211

Discuss the advantage of sample survey
over complete enumeration. Discuss the
merits and demerits of systematic

sampling. 5+5=10
T AR gere Aferf SRR ReaE

SICEA F91 1 RE BT SF WIS SICE6e]
F11

( Continued )

(9)

( ECONOMETRIC METHODS )

1. Answer the following as directed : 1x7=7
were AT et Sas fran
(a) Heteroscedasticity means equal
variance.

( Write True or False )
R feferer iw 29 smepiRd |
(9% 7 og fordl )

(b) In autocorrelation, OLS estimates are
no longer BLUE.

( Write True or False )

ey swmme OLSY fifise Tz BLUE 2
G |

(% 1 Sm ferdn )

(c) There is perfect collinearity between X,
and X, when coefficient of correlation

To3 is

( Fill in the blank )

afeq SR QNF 1y 3 W o,
(oo X, W% X539 qere o el ADEA
¢ TR |

( <o 912 o 40 )
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(10 )

(d) What is deseasonalized or seasonally

(e)

(9)

A9/785

adjusted time series?
497 Ao e e e & 2

Regression models that take into
account time lags are known as
(dynamic / distributed lag) models.

( Choose the correct answer )
N A1 T TR G AR o
(ofe=r / et c@ot) 3ot oo am |

(o= Teh MR Sfepen )

Seasonal variations of a time series
occur

IS F$ (T 71 AW
(i) within a month
CRIESR R
(i) within a week
g foere
(iij) within a year
GEETE] fooqe
(iv) within a day
¢frg fowe
( Choose the correct answer )

(m Teh AR Sfiray )

What is multicollinearity?
el ST {42

{ Continued )

Answer the following questions briefly :

(11 )

wore frgl epeare oY s fira

(@)

()

(c)

(d)

A9/785

What is dummy variable?

Aore 5o 6 2

Write the two most common sources of
autocorrelation.

T TR [ WSS RS S
T fern |

Mention two features of Koyck
transformation model.

Koyck 3 7/ =1f23 701 31 Teas w47 |

Mention the methods of measuring
trend.

oS CEH PO S BrEd 41 |

( Turmn Over )

2x4=8




(12
3. Answer any three from the following
questions : S5x3=15
ot e epEs & e fofer e fiun

(a) Define the following :
et frarTRs Ak
(i) Median lag
T4 =6,
(i) Mean lag
TR 9

(b) Mention the remedial measures when
multicollinearity is detected.

el SER RN $9E TEPR SEY 59 |

(c) Find out three-yearly moving average
from the data given below :

o S 231 fefAaRar be8 1% facf <y
Year : 1995 1996 1997 1998 1999 2000
=9
Value of
x variable 2 4 6 8 10 12
x BETR A+
Year 2001 2002 2003 2004 2005
9=
Value of
x variable : 14 16 18 20 22
Xx beld JI=
A9/785 ( Continued )

(13 )

(d) Explain the consequences of auto-
correlation.

TG TDTFR FAFEPTIR T A0 |

(e} Explain the partial adjustment model.
S STCIeH SfEH! AT 4 |

4. Answer the following questions - 10x3=30

o7l 2pcaree Ses fo

(a) Discuss the first-order autoregressive
scheme. Establish the mean, variance
and covariance of the autocorrelated
disturbance model. 4+6=10

AW AER FELET ST S Scen-r
T TR TDTINYS Ofaw e T4, 2P
HF AR e 4T 1

Or / S0
What is heteroscedasticity? What are
the consequences of using OLS in
presence of heteroscedasticity? How

does one detect heteroscedasticity?
2+5+3=10

gy fsfrer 2 Rew Roferem <$IFe OLS
qaRe Teawe €7 g Refae @ema &
TR R 2

A9/785 ( Turn Over )



(14 )

(b) Briefly discuss the principle of Least
Square Method (LSM) of trend fitting in
a time series. Using this principle, fit a
trend line and find the estimated trend
values from the data given below : 4+6=10

ST CFqS TS et LT v 75
T&fOCD] BIE G N | (R AR e
Ood AR /1 qulE Soefe @91 0 91 W

Tofes fdifie qrepmz e 9
Year 2005 2006 2007 2008 2009
=9
Rice production
(000 quintals) : 97 105 115 70 76
5179 T
('000 F25T=)
Year 2010 , 2011 2012 2013
ST
Rice production
('000 quintals) : 95 90 107 82
BISeTq BeeTTe
('000 FEGTE)
Or/ §<{l

A9/785

Explain briefly the various reasons for
the problem of multicollinearity. What
are the consequences of multi-
collinearity? 5+5=10

T2l TR N Ted (XA FRPTZ 5P
R 1 | I OIS FAEHE & &0

( Continued )

()

A9—7000/785

(15 )

Explain the Koyck approach to
distributed lag models. Also explain the
adaptive expectation model. Is there a.'ny
similarity ~ between the adaptive
expectation model and Koyck model? If
so, what is their similarity? 4+4+1+1=10

fRrofie wEd 3T Koyckd {RAICe! < 1 |
B A £ i M S| B EXe M TR S

oo SF Koyck =37 =1 AP0
e ? 3 R, P 2

Or/ ¥<1

What is dummy variable trap? How can
we overcome it? What are the uses of
dummy variable? 2+3+5=10

3R TEed T 2 Wi (et AR R
3@ A ? 2R v R ¥

* &k &
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